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ParCo2009
� Why should this be of interest/relevance to the 

ParCo2009 audience?

− Some of the separate pieces are “grand challenge” 
levels in their own right

� Already using significant amounts of CPU resources

� Will need even more as we scale to future devices

� Also looking for better algorithms …

− Community is looking at integrating the pieces 
together

� Ontology defined

� Starting to build infrastructure to launch HPC, GRID 
pieces from a Scientific Workflow Manager
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Connections to DEISA
� EUFORIA HPC partners are part of DEISA

� EUFORIA has benefited from the DEISA 
communities CPU awards

� Already had some joint training activities

− More in the future?

� Potential overlap with the code porting activities 
also carried out by DEISA

− And from now on by the HLST of the HPC-FF 
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Fusion
� Energy source for the 

sun and other stars

� Provides a potential 
source of base load 
energy production

� Been working on this 
for more than 50 years

� Has turned out to be a 
very difficult problem



2009-09

EUFORIA FP7-INFRASTRUCTURES-2007-1, Grant 211804

ParCo2009

Fusion
� Two main lines of research

− Inertial confinement

� Implosion of small pellets

� NIF at LLNL

− Magnetic confinement

� Two main lines of research at 
the moment

− Stellarator – W7X

� Currently under construction 
in Greifswald in Germany

− Tokamak – ITER

� To be constructed in 
Cadarache in France
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ITER

Key element on the 
path to fusion 
energy production

Under construction 
in Cadarache, 
France

Costs > 10 G$

Involves 7 partners 
representing more 
than 50% world 
population
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DEISA awarded 2000k cpu hours to 
EUFORIA

Moved from 

running on a 

single cpu to 

running on ~ 

1024

Small cases 

ported to 

GRID freeing 

up HPC 

resources

800k(1000k)200k(250k)BSC

100k(33k)D. Tskhakaya600k(200k)300k(100k)RZG

Recommend

B. ScottD. TskhakayaF. JenkoH. FrerichsLead person

IPP-GarchingOAEWIPP-GarchingJuelichLead Assoc

DE,AT,PTATDE,CHDECountries

RZG prefBothRZG prefRZGSite req

1000k200k600k300kCpu hrs req

GEMBIT1GENEEMC3-Eirene
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EUFORIA
14 member Institutes
3.65M€ over 36 months

522pms covering

- Management
- Training
- Dissemination
- Grid and HPC infra-
structure & support

- Code adaptation & 
optimization
-Workflows
-Visualization
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Consortium Members
Country Institute Capabilities

SWEDEN: CHALMERS University of Technology (coordinating) Fusion, Grid, (CS)

FINLAND: CSC - Tieteellinen laskenta Oy HPC, (Grid), 

Åbo Akademi University Code Optimization, CS

FRANCE: CEA - Commissariat à l'énergie atomique –
Cadarache

Workflow, Fusion, CS

Université Louis Pasteur Visualization, Applied Math

GERMANY: Forschungszentrum Karlsruhe GmbH -FZK Grid, Code parallelisation

Max-Planck-Institut für Plasmaphysik - IPP Fusion, (HPC, Grid)

ITALY: ENEA Fusion, Grid, HPC, GATEWAY

SLOVENIA: University of Ljubljana -LECAD Visualization, CS

POLAND: Poznan Supercomputing and Networking Centre Grid, Migrating Desktop, CS

SPAIN: Barcelona Supercomputing Center – Centro 
Nacional de Supercomputación -BSC

HPC, Code optimization

Centro de Investigaciones Energéticas Medio
Ambientales y Tecnológicas -CIEMAT

Grid, Code parallelization, Fusion, Grid, 
NA

Consejo Superior de Investigaciones Cientificas -
CSIC

Grid, CS, (NA activities)

UNITED 
KINGDOM:

The University of Edinburgh - EPCC HPC, Code Optimization, NA, User 
support, (GRID)
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Promoted Codes
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All EU 

Laboratories / 

Institutions 

working on 

Fusion are 

parties to 

EFDA

Defined under 

EURATOM 

under 

“Contract of 

Associations”

EFDA
European Fusion Development Agreement
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TF Leader :  P. Strand, 
Deputies: L-G. Eriksson, R. Coelho

EFDA CSU Contact Person: D. Kalupin
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Developing a new paradigm 

for fusion computing

Scientific
Workflow

GRID HPC Visualization
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Batch, GRID and HPC

IFERC computer (2012)?Longer term

EUFORIA 
� has provided training
� has worked on codes
HPC-FF starting August 
1st

� HLST

EUFORIA 
� has provided training
� also developing 
facilities to launch 
jobs from the 
Gateway

Currently being 
addressed by

� Difficult for Associations 
without strong national 
facilities

� Lack of knowledge
� Difficulties getting 
certificates

� Lack of more local 
cpus

Main issue 
preventing more 
usage 

� Extensive use of 
national facilities

� Extra-national usage 
via DEISA

� Only at CIEMAT
� Starting to see some 
usage at Juelich

� Plans for usage at 
IPP

Extensive
� JET (339 cpus)
� Most associations 
(IPP-TOK 400 
cpus)

� Gateway (128 
cpus)

Current usage 
within the fusion 
community

HPCGRIDBatch
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Developing a new paradigm 

for fusion computing

Scientific
Workflow

GRID HPC Visualization
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Scientific Workflows

� Need to make a convincing case that scientific 
workflows will

− Enhance productivity

− Allow for new approaches problems to be solved

− Allow for traceability, reproducibility, …

− Allow for a better use of resources

Scientific
Workflow

GRID HPC Visualization
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Grid Computing

� Grid computing needs

− To be transparently coupled into the scientific 
workflows

− Needs to be reliable (every launched job should 
run)

− Needs to improve performance (if resources are 
available, a launched job should start rapidly)

− To inter-operate with the other levels at the data 
access level

Scientific
Workflow

GRID HPC Visualization
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HPC

� Need to be transparently coupled into the 
workflows

� HPC facilities will need to deal with jobs coming 
from workflows

− Negotiations about resource availability and 
expected response times

− Deal with communications between the different 
parts of a workflow

− Better integrate inter-operability of data between 
HPC and the other levels 

Scientific
Workflow

GRID HPC Visualization
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HPC, II

� Need to better prepare jobs to scale from the 
present 1k – 10k cpus to 100k – 1M cpus

− This means at the development stage
� Having machines exposing large numbers of cores to 

code developers interactively or almost interactively (< 5 
minute turn around)

� Helping the code developers with algorithms, …

� Helping the code developers with better IO strategies

− At the production stage

� Having the resources available

Scientific
Workflow

GRID HPC Visualization
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Visualization

� Challenges in visualization include

− Visualizing the data flowing around a workflow so 
that the scientist can monitor/diagnose a running 
job

− Deal with very large amounts of data produced in a 
distributed environment

− Help provide the scientist with a better 
understanding of his/her results

− Help the scientist by producing visualizations with 
that “Wow!” factor

Scientific
Workflow

GRID HPC Visualization
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Over all

� Need to make it simpler to move data between 
the different parts of a workflow

− Remote data access

− High speed data transfers

− Better integration

� Need to think now about very large data sets

− What is the “best” relationship between petaflops
and petabytes?

Scientific
Workflow

GRID HPC Visualization
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EQUIL

ETS

ECRHICRH TRANSPNEUTRALS

SAW
TEETH

EQUIL?

ELM(c)

CORE2EQ

SOURCE_COMBINER

ELM(t)

TRANSPORT_COMBINER

ETS Workflow

NEO
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ITM-TF Application Structure
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ITM
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KEPLER Transport Workflow

P.HUYNH, V.BASIUK
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Summary
� EUFORIA

− Has ported/optimized a number of codes

� For the GRID

� FOR HPC

− Demonstrated the ability from a central workflow to

� Launch a job on the GRID

� Launch a job on HPC

� Launch a sub-workflow on the GRID

� Launch a work-flow on HPC

� ITM

− Has demonstrated KEPLER workflows

− Code integration using the UAL

� Now need to make this “routine”


